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Abstract

Dynamic data redistribution enhances data locality and improves algorithm
performance for numerous scientific problems on distributed memory
multi-computers systems. Regular data distribution typically employs BLOCK,
CYCLIC, or BLOCK-CYCLIC(c) to specify array decomposition. Conversely, an
irregular distribution specifies an uneven array distribution based on user-defined
functions. Performing data redistribution consists of four costs: index computational
cost, schedule computational cost, message packing/unpacking cost, and data transfer
cost. Previous results focus on reducing the former three costs. However, in irregular
redistribution, messages with varying sizes are transmitted in the same
communication step. Therefore, the largest sized messages in the same
communication step dominate the data transfer time required for this communication
step. This work presents an efficient algorithm to partition large messages into
multiple small ones and schedules them by using the minimum number of steps
without communication contention and, in doing so, reducing the overall
redistribution time. When the number of processors or the maximum degree of the
redistribution graph increases or the selected size of messages is medium, the
proposed algorithm can significantly reduce the overall redistribution time to 52%.
Moreover, the proposed algorithm can be applied to arbitrary data redistribution while
slightly increasing the communication scheduling time.



Keywords: data redistribution, scheduling, edge coloring, bipartite graphs,
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Parallel computing systems have been extensively adopted to resolve
complex scientific problems efficiently. When processing various phases of
applications, parallel systems normally exploit data distribution schemes to
balance the system load and yield a better performance. Generally, data
distributions are either regular or irregular. Regular data distribution typically
employs BLOCK, CYCLIC, or BLOCK-CYCLIC(c) to specify array
decomposition [14, 15]. Conversely, an irregular distribution specifies an
unevenly array distribution based on user-defined functions. For instance, High
Performance Fortran version 2 (HPF2) provides a generalized block distribution
(GEN_BLOCK) [19, 20] format, allowing unequally sized messages (or data
segments) of an array to be mapped onto processors. GEN BLOCK paves the
way for processors with varying computational abilities to handle appropriately
sized data.

Array redistribution is crucial for system performance because a specific array
distribution may be appropriate for the current phase, but incompatible for the
subsequent one. Many parallel programming languages thus support run-time
primitives for rearranging a program’s array distribution. Therefore developing
efficient algorithms for array redistribution is essential for designing distributed
memory compilers for those languages. While array redistribution is performed at run
time, a trade-off occurs between the efficiency of the new data rearrangement for the
coming phase and the cost of array redistributing among processors.
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Performing data redistribution consists of four costs: index computational cost Tj,
schedule computational cost Ts, message packing/unpacking cost T, and data transfer
cost. The index and schedule computations are executed in complier time, with the
remaining in run time. The data transfer cost for each communication step consists of
start-up cost T, and transmission cost Ti. Let the unit transmission time 7z denote the
cost of transferring a message of unit length. The total number of communication

steps is denoted by C. Total redistribution time equals Ti+TS+Z:(Tp +T,+m7),
i=1

where m, =Max{d,, d, ds, .., d} and d; represents the size of message scheduled in it

communication step for j=1 to k.



Previous results focus on reducing the former three costs (i.e., Tj, Ts, and Ty). In
irregular redistribution, messages of varying sizes are scheduled in the same
communication step. Therefore, the largest size of message in the same
communication step dominates the data transfer time required for this communication
step.
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Based on the fact, this work presents an efficient algorithm to partition large
messages into multiple small ones and schedules them by using the minimum number
of steps without communication contention and, in doing so, reducing the overall
redistribution time.
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Specifically, the minimum value of Ts, and C are derived, along with the value of
m; reduced by shortening the required communication time for each communication
step.
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When the number of processors or the maximum degree of the redistribution
graph increases or the selected size of messages is medium, the proposed algorithm
can significantly reduces the overall redistribution time to 52%. Moreover, the
proposed algorithm can be applied to arbitrary data redistribution while slightly

increasing the communication scheduling time.
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The rest of the paper is organized as follows. Section 2 presents necessary
definitions and notations. Next, Section 3 describes the basic graph model along with
related work. The main contribution of the paper is shown in Section 4. We also
conduct simulations in Section 5 to demonstrate the merits of our algorithm. Finally,
Section 6 concludes the paper.
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AODV (Ad Hoc On-Demand Distance-Vector) [16, 18] Routing is an

improvement to the table-driven and distance-vector based DSDV algorithm. With
DSDV (Destination-Sequenced Distance-Vector) Routing [17], every mobile node
maintains a routing table recording all the possible destinations and number of hops to
each destination. In order to maintain routing table consistency, it requires nodes to

periodically broadcast routing updates throughout the network.
ity ]

Techniques for regular array redistribution can be classified into two groups: the
communication sets identification and communication optimizations. The former
includes the PITFALLS [17] and the ScaLAPACK [16] methods for index sets
generation. Park et al. [14] devised algorithms for BLOCK-CYCLIC data
redistribution between processor sets. Dongarra et al. [15] proposed algorithmic
redistribution methods for BLOCK-CYCLIC decompositions. Zapata et al. [1]
designed parallel sparse redistribution code for BLOCK-CYCLIC data redistribution
based on CRS structure. Also, the Generalized Basic-Cycle Calculation method was
presented in [3]. Techniques for communication optimizations provide different

approaches to reduce the communication overheads in a redistribution operation.
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Any data redistribution can be represented by a bipartite graph G=(S, T, E),
called a redistribution graph. Where S denotes source processor set, T denotes
destination processor set, and each edge denotes a message required to be sent. For
example, a Block-Cyclic(X) to Block-Cyclic(y) data redistribution from P processors
to Q processors (denoted by BC (X, y, P, Q)) can be modeled by a bipartite graph
Gecw,y, P, 0=(S, T, E) where S={so, Si, ..., Ss-1} (T={to, t1, ..., ty-1}) denotes the source
processor set {Po, Pi, ..., Ps-1} (destination processor set{po, Pi, ..., Py-1}) and we
have (s;, tj)eE with weight w if source processor p; has to send the amount of w data
elements to destination processor pj. For simplicity, we use BC (X, Yy, P) to denote BC
x,y, P, P).
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Given a redistribution graph G with its edge coloring, the edges colored the same
is a matching of G; thus represents a set of conflict-free data communication.
Accordingly, for a given data redistribution problem, a conflict-free scheduling with
the minimum number of communication steps can be obtained by coloring the edges
of the corresponding redistribution graph G. When G is bipartite, it is well known that
1'(G)=A(G) [22]. As a result, the minimum number of required communication steps
equals the maximum degree A of the given distribution graph G.

Previous work is equivalent to finding out an edge colorings {E,, E, Es, ..., Ex}

of G so that Z|A:1 max{wk|ek € E, where w, is the weight of ek} (i.e., the data transfer

time) can be decreased. To the best of our knowledge, it is still open to devise an
efficient algorithm to minimize both of the overall redistribution time and
communication steps.

Unlike existing algorithms, the main idea behind our work is to partition large



data segments into multiple small data segments and properly schedule them in
different communication steps without increasing the number of total communication
steps.

4.2 ZZ[FPH(An example)
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For example, Figure 6 depicts a redistribution graph with the maximum degree
A=4.
A=4 po P1 P2 P3

Figure 6. A redistribution graph with A=4.

We need four communication steps for this data redistribution since
1'(G)=A(G)=4. In addition, the overall cost of the corresponding scheduling is 38 (See
Table 1).

Table 1. The scheduling corresponds to the edge coloring in Figure 4.

Step| 1 (red) | 2(yellow) | 3(green) | 4(purple) Total
Cost| 18 6 3 11 38

Note that the time cost of Step 1 (colored in red) is dominated by the data
segment (with 18 data elements) from Py to Qo. Suppose that we evenly partition the
segment into two data segments (with 9 and 9 data elements respectively) and
transmit them in different steps; then the time required for Step 1 is reduced to 10
(dominated by the data segment from Ps to Qs). Note that the data partition adds an
edge (Po, Qo) in the original redistribution graph. Similarly, we can partition any large
data segment into multiple small data segment if the maximum degree of the resulting
redistribution graph remains unchanging. After several data partitions, the overall
communication cost can be reduced to 29 and the number of required communication

step is still minimized (see Figure 7 and Table 2).



A=4 PO P1 P2 P3

Figure 7. The resulting redistribution graph after partitioning long data segments.

Table 2. The scheduling after partition long data communications.

Step| 1 (red) 2 (yellow) 3 (green) 4(purple) Total
Cost| 9 9 5 6 29
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The algorithm of the selection step is shown as follows.
Algorithm Selection()
Input: A redistribution graph G=(S, T, E) with maximum degree A.
Output: A redistribution graph G=(S, T, EUD) with maximum degree A, where D
represents those dummy edges added in the algorithm.
Step 1. Select the edge e=(S;, tj) from E such that the value wi/(1+Vy) is the largest and
do(Si)<A and dg(tj)<A, where vy denotes the number of added dummy edge with the
same end points of . If no such edge exists, terminate this algorithm.
Step 2. Add a dummy edge er=(s;, tj) to D and set vi=Vvi+1.
Step 3. Go to Step 1.

The time complexity of Selection is O(mlog m), where m is the size of edge set
of the input redistribution graph.
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Theorem 3: Algorithm AMEC 1is a 2-approximation algorithm for the

max-edge-coloring problem.



Proof: Since an edge coloring of an graph G corresponds to a vertex coloring of its
line graph L(G), the max-edge-coloring problem of G can be transformed to the
max-coloring problem of L(G). Since L(G) is an interval graph (by Theorem 2), we
obtain a 2-approximation algorithm for max-edge-coloring problem of G by applying
Pemmaraju et al ’s 2-approximation algorithm for the max-coloring problem on
interval graphs [28]. Finally, we conclude that Algorithm AMEC is a 2-approximation

algorithm for the max-edge-coloring problem. m
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Our simulations were conducted in C for GEN BLOCK distribution. Given an
irregular array redistribution on A[1:N] over P processors, the average size of data
blocks is N/P. Let Ty(T,) denote the total redistribution cost without (with) applying our

algorithm. The reduction ratio R equals (T,-Ta)/Tp. Moreover, let {E;, E;, Ej, ..., Ex}
of G denote the output of Scheduling step. We also define C;

= max{wk |ek =(u,v) € E; and either d(u) = A or d(v) = A, where W, is the weight of e, }

i=A
As a result, the overall redistribution time is bounded by BZZ:Ci since the proposed
i=1

algorithm does not select maximum-degree edges for further partition. Otherwise, the
required communication step will be increased.

To thoroughly evaluate how our algorithm affects the data transfer cost, our
simulations consider different scenarios. Each data point in the following figures
represents an average of at least 10000 runs in each different scenario.

The first scenario assumes that the size of data array is fixed, i.e., N=100; the



number of processors range from 4, 8, 16, 32, 64, to 128; the size of data blocks is
randomly selected between 1 and 50. In Figure 12, the value of Ty drastically raises as
the number of processors increases. However, after applying our algorithm, the overall
distribution time T, smoothly raises as the number of processors increases. Note that the
B value drops as the number of processor increase due to the decrease of the average
values of data elements in a single communication. In short, when the number of

processors increases, the reduction ratio R raises if applying our partition algorithm.

total cost
240
0 02 |
u BB
160 53'_9% N
43,9% m7,
Y [raison B9 ] | |lor
80 M - b
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0 | |
4 g 16 32 6l 128
nurmber of processors

Figure 12. Simulation results of Scenario I.
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The second scenario assumes that the number of processors is fixed, i.e., P=32;
the size of data array N equals 1600, 3200, 6400, 9600, or 12800; and the size of data
blocks is randomly selected between 1 and 2x(N/P). As shown in Figure 13, the
values of T,, Tp, and B raises as the size of data array N increases due to the increase of
the average number of data elements in a single communication. However, the
reduction ratio stays about 52% by applying our partition algorithm, even with the

large size of data array.
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Figure 13. Simulation results of Scenario II.
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o Stress

Were your results expected? If not, why not?
What generalizations or claims are you making about your results?
Do your results contradict or support other experimental results?

Do they suggest other observations or experiments which could be done to
confirm, refute, or extend your results?

Do your results support or contradict existing theory?

Do your results suggest that modifications or extensions need to be made
to existing theory? What are they?

Could your results lead to any practical applications?

how the results in this study confirm your engineering/Scientific

motivations (specific and general) and, ultimately, your reader's interests (i.e.

Engineering/Scientific need).
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We have presented an efficient algorithm to reduce the overall redistribution time
by applying data partition. Simulation results indicates that when the number of
processors or the maximum degree of the redistribution graph increases or the
selected size of data blocks is appropriate, our algorithm effectively reduce the overall
redistribution time. In future, we try to estimate the reduction ratio precisely. We also
believe that the techniques developed in the study can be applied to resolve other

scheduling problems in distribution systems.
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